
Towards More Natural Social Interactions of
Visually Impaired Persons

Sergio Carrato, Gianfranco Fenu, Eric Medvet, Enzo Mumolo,
Felice Andrea Pellegrino, and Giovanni Ramponi

DIA, University of Trieste, Italy
{carrato, fenu, emedvet, mumolo, fapellegrino, ramponi}@units.it

Abstract. We review recent computer vision techniques with reference
to the specific goal of assisting the social interactions of a person affected
by very severe visual impairment or by total blindness. We consider a
scenario in which a sequence of images is acquired and processed by a
wearable device, and we focus on the basic tasks of detecting and recog-
nizing people and their facial expression. We review some methodologies
of Visual Domain Adaptation that could be employed to adapt existing
classification strategies to the specific scenario. We also consider other
sources of information that could be exploited to improve the perfor-
mance of the system.

1 Introduction

The realization of tools for improving the quality of life of blind people has always
been a very active topic of both academic research and industry development.
Modern ICT technologies have opened new interesting possibilities; for example,
the large available communication bandwidth has made feasible a project such as
BeMyEyes [1], where volunteers, using a live video connection, help blind people
by answering questions they make, e.g., the expiry date printed on some food,
or by giving information about the surroundings, so that they can easily move
around. Many other initiatives exist, such as FaceSpeaker [2], a wearable face
recognition system which can help the social interaction of a blind person by
identifying those who are close to him or her, Horus [3], which relies on video to
audio information conversion, or vEyes [4], a non-profit organization which aims
at boosting the development of simple application-specific tools for the blind.
However, the fact that none of these has received universal acceptance in the
blind people community, as it instead happened to the Braille systems almost
200 years ago, seems to suggest that they have not been able to provide solutions
with a sufficient degree of efficacy, efficiency and ease of use.

In terms of personal interactions, in particular, the everyday life of persons
with a visual impairment brings a number of situations in which “naturalness”
is affected. The person with disability and his/her interlocutor are aware that
many commonly used non-verbal interaction channels are not available; as a
consequence, they are compelled to modify their behaviour to partially compen-
sate for this deficiency. Non-verbal communication includes physical movements
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(hand and eyes movements, posture, face expressions), the speaker’s appear-
ance (clothes, accessories, make-up) and the distance between communicators.
Blind people would feel uncomfortable asking other people to report non-verbal
information. According to the focus group of the project “Social Interaction As-
sistant”[5, 6] the most important non-verbal cues that visually impaired people
may need to access are the number and the identity of present people, where a
specific person is directing his/her attention, hand and body motions, if some-
one is behaving inappropriately, and the appearance of a person and how it has
changed since the last encounter.

A research project has recently started, funded by the University of Trieste
and a private donation, aiming to devise user-friendly vision-based techniques
that assist the social interaction of a person affected by a very severe visual
impairment or a total blindness. In this paper, we review some recent computer
vision techniques, and revisit them according to the requirements of our goal.
The originality of this contribution is related to the specific application we refer
to. We consider a scenario in which a sequence of images is acquired by a wearable
device and is processed by a smartphone in real-time. The number, the identity
and the apparent emotional state of the present people have to be discovered
and communicated (for instance verbally) to the visually impaired person. It
seems obvious to rely on the face appearance to recognize people and infer their
emotional state; as a consequence, face detection is a necessary preliminary step.
Given the limited computational power at disposal, it seems reasonable to use the
same face detector for both detecting and counting people (of course, a drawback
of the mentioned approach is that people whose face is not visible in the acquired
image will not be detected and counted.) Thus, the sequence of processing steps
will be (i) face detection, (ii) recognition of each detected face, and (iii) facial
expression recognition on each detected face; indeed, steps ii and iii could be
performed in parallel. We refer the reader to [7] for a discussion of some relevant
low-level vision issues specific to the described scenario. Here, we deal with
computer vision tools at a higher abstraction level, namely those related to the
use of classifiers (notice that all the mentioned processing steps require the use
of some sort of classifier.) In particular, Section 2 discusses some methodologies
of Visual Domain Adaptation that could be used to adapt existing classification
strategies to the specific scenario. It is focused on face detection and recognition,
but the same techniques can be applied to face expression recognition problems,
treated in Section 3. Section 4 finally considers other sources of information that
could be exploited to improve the performance of the overall system.

2 Visual domain adaptation

When a classifier is tested against data that possess a distribution different from
the training data, a performance degradation usually occurs. For instance, a
face detector trained to detect adult faces may fail to detect faces of babies
and infants [8]. In pattern recognition, domain adaptation refers to a number of
techniques aimed at mitigating the performance degradation of a classifier when
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it is applied to instances belonging to a domain (called target domain) different
from that employed during the training phase (called source domain). A survey
of the recent developments of domain adaptation for visual recognition (i.e.,
Visual Domain Adaptation, VDA) is provided in [9]. Basically, VDA methods
try to exploit a few (possibly unlabelled) instances T of the target domain, along
with the whole training set S of the source domain, to train a classifier capable
of working in the target domain. A couple of notable exceptions, that do not
rely on the knowledge of S, are [10, 8] as we will explain later on.

2.1 Feature augmentation

Feature augmentation is probably the simplest approach to domain adaptation
and is based on the seminal work [11]. If N is the number of features of the origi-
nal domain, a new vector of features of dimension 3N is constructed by duplicat-
ing the features and stacking up a null vector 0N of dimension N . More precisely,
given xsi ∈ S and xti ∈ T , the corresponding augmented feature vectors, that
belong to the new training set, will be [(xsi )

T (xsi )
T 0TN ]T and [(xti)

T 0TN (xti)
T ]T .

This simple approach, that exploits the commonalities of source and target do-
mains (first block of the augmented feature space) and the specificity of the
source (second block) and the target (third block) is shown to be surprisingly
effective in [11], where a kernel version is also proposed. To allow the source and
target domain to have a different feature dimensionality (respectively N and M),
a projection-based approach has been proposed in [12]. Precisely, the extended
feature vectors are [(W1x

s
i )

T (xsi )
T 0TM ]T and [(W2x

t
i)

T 0TN (xti)
T ]T where the

projection matrices W1 and W2 have the same number l of rows, resulting in an
augmented feature space of dimension l + N + M . The projection matrices are
learned during the training of the adapted classifier. Other feature augmentation
approaches are [13, 14], where a manifold of intermediate domains is employed,
instead of a single augmented feature space. The feature augmentation approach
amounts to building a new training set. As a consequence, the methods could
be applied, in principle, to any kind of classifier (a new classifier is trained in a
standard way based on the new training set) and in particular on cascade clas-
sifiers. Hence these methods are attractive for the considered scenario. Cascade
classifiers, indeed, are known to be fast and reliable in object detection, see for
instance [15].

2.2 Feature transformation

Instead of augmenting the features, other approaches try to learn a suitable
transformation from T to S. In [16], a transformation is sought such that the
instances of the target are mapped close to the instances of the same class
belonging to the source and far from those of different class. The transformation
is found by solving a constrained optimization problem. If y = Wxt is the linearly
transformed instance, the inner product (xs)T y = (xs)TWxt may be view as a
similarity measure between xs and the mapped instance. Based on the known
labels of xs and xt, a proper constraint is added to the optimization problem to
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force similarity or dissimilarity. To prevent overfitting, the objective function is a
regularizer r(W ), precisely r(W ) = trace(W )− log det(W ). A kernelized version
of the approach is provided in [17] to learn nonlinear transformations. Another
feature transformation approach is reported in [18], where a transformation from
S to T is learnt. More precisely, each instance xsi belonging to S undergoes a
rigid transformation Wxsi − ei where W is an orthonormal matrix and ei is a
translation term. In other words, all the source instances are rotated by the
same amount and translated by a possibly different amount. The matrix W is
found by solving an optimization problem whose goal is to satisfy the constraints
Wxsi = [xt1 x

t
2 · · · ]Z+ei, ∀i, by keeping small the rank of Z and the error ei. The

idea is that of expressing the transformed source instances as a combination of
few target instances. The transformed source data are then mixed to the target
data to train a new classifier. As for feature augmentation approach, the method
is not classifier-specific.

2.3 Parameter adaptation

In the parameter adaptation approach, a new decision function for the tar-
get domain is formulated, based on a proper perturbation of the original one:
sgn (fT (x)) = sgn (fS(x) + δf(x)). This approach has been pursued in the Sup-
port Vector Machine (SVM) context in [19] and in [20]. The main idea is that of
formulating an optimization problem (whose decision variable, in the primal for-
mulation, is w) similar to the standard SVM problem for the target domain, with
an additional term in the objective function. The additional term is ||w−wS ||2
meaning that a parameter w close to the parameter wS of the source classifier
has to be found. Notice that S does not need to be known explicitly, being en-
coded in wS . Despite the simplicity of the approach, the methods are reported
to be effective in visual domain adaptation (for instance, in the task of adapting
a classifier trained on bicycles to detect motorbikes). The parameter adaptation
approach is suitable for those classifiers whose training amounts to finding a
proper vector w of parameters, for instance multilayer perceptrons and SVMs.
The new classifier is trained in a non-standard way (because of the additional
cost ||w − wS ||2) hence a specific code for training has to be written (off-the-
shelf SVM implementations are not suitable, for instance), this being a possible
drawback.

2.4 Cascade-specific methods

In [10, 8] two VDA approaches are proposed that are particularly relevant for
the scenario considered in the present paper. The mentioned approaches are
structure-specific, in particular they are suitable for cascade classifiers. Cascade
classifiers (see for instance [21]) are composed by a sequence of classifiers that
usually have increasing complexity. An instance to be classified may be rejected
at any stage of the sequence, being thus classified as negative; it is classified as
positive only if it passes through all the stages of the sequence. Perhaps, the
most known cascade classifier is the celebrated face detector by Viola and Jones
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[22], hence the approaches [10, 8] are relevant for the problem at hand. Fur-
thermore, as opposite to the majority of the other domain adaptation methods,
they do not require the knowledge of S. In [10], the following idea is pursued:
given a binary classifier whose decision function is sgn (f(x)), the smaller is the
prediction value |f(x)|, the more uncertain is the assigned class. For the face
detection problem, the pre-trained classifier will confidently accept unoccluded,
well-illuminated faces, and reject many non-face regions in a given image. Hence
it will generate large prediction values for these easy acceptances and rejections.
The difficult-to-detect faces will produce smaller prediction values. In [10] it is
proposed to update the prediction values of the instances with low prediction
from the pre-trained classifier by enforcing the smoothness of f(x) (similar in-
stances are encouraged to produce similar prediction values). In other words,
a new function f ′(x) is found by enforcing f(x) to be smooth in the new do-
main. The authors of [10] report good results in online adaptation (the classifier
is adapted to each image, considered as a new domain). In a sense, detected
faces in the image “attract” the difficult images toward themselves. Of course,
an underlying assumption is that more faces of similar appearance (for instance,
under the same lighting condition) appear in the image. In [8] the cascade clas-
sifier is adapted off-line, based on few positive instances from the target domain.
In brief, the first stages of the pre-trained cascade (those responsible for the
rejection of easy-to-reject instances) are replaced by some stages trained from
scratch, based on the few target samples. The remaining stages are selected in
order to remove those stages that are responsible of false negatives on the target
domain. In [8] the approach is applied to the task of detection of baby faces. The
reported results show that the adapted cascade outperforms both the original
cascade (trained on human adults faces) and a new cascade, trained from scratch
based on the few instances of the target domain.

3 Facial Expression Recognition

Facial expression recognition is performed by extracting from the face image, the
features connected to facial expressions and by classifying them. It is a challeng-
ing problem because in real environments there are variations in illumination and
view angle and because there can be occlusions of the face image, like glasses,
or long hair. Moreover, face recognition is generally based on a 2-D face imaging
while the face is a 3-D object. However, using 3-D representation of the face
images only alleviates the problems.

When benchmarking an algorithm it is recommendable to use a standard
testing data set in order to directly compare the results. Therefore, similarly
to what has happened for the face detection and recognition problems, many
researchers dealing with automatic recognition of facial expressions have devel-
oped public datasets. The most popular are The Yale Face Database, which
contains 165 grayscale images of 15 individuals with different facial expressions,
the Cohn-Kanade Facial Expression Database, which contains 2105 digitized im-
ages from male and female subjects, and the Japanese Female Facial Expression
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(JAFFE) Database, which contains 213 images of 7 facial expressions by 10
Japanese female models.

3.1 Features for facial expression recognition

The features employed for facial expression recognition can be roughly classified
in two main categories, namely geometric features and appearance features. Ge-
ometric features can be extracted from the shape of the face or from the location
of important facial components such as mouth and eyes. Patil et al. [23] suggest
the use of active contour model, called snakes, for tracking lips in face images.

Appearance-based methods use some kind of image processing technique on
the facial image in order to extract changes in facial appearance. Appearance
features include Gabor [24] and Local Binary Pattern (LBP) [25] features. Gabor
features are the output of Gabor filters, which are bandpass filters selective
for orientation, and LBP features are local image descriptors which label each
pixel on the basis of thresholding of its neighborhoods. It turns out that LBP
features are able to statistically describe face characteristics. Among Gabor and
LBP methods, LBP is the most commonly used technique for facial expression
recognition.

3.2 Classifiers for facial expression recognition

SVM are very popular classifiers for facial recognition. For example, Zhao et
al. in [26] propose a method based on LBP features and SVM. They achieved
78.57% on the JAFFE database. Using Gabor features and pseudo 2D Hidden
Markov Model, He et al. [27], obtained a 96% accuracy on the JAFFE database.
Piparsaniyan et al. describe in [28] a facial expression recognition system based
on Gabor feature and simple Bayesian discriminating classifier based on principal
component analysis (PCA). They obtain an accuracy of 96.7% on the JAFFE
database.

3.3 Real time recognition of facial expression

Since in the application described in the present paper facial expression recogni-
tion is executed by devices of low computational powers, tipically smartphones,
the development of algorithms which are accurate but at the same time require
low computational power is particular important. The real-time system described
in [29] is based on a Haar cascade face detector, high-level facial shape features
generated from facial landmarks, and a SVM classifier with linear kernel. Accu-
racy results on two different smartphones (Nexus 4 and Galaxy S3) is 77.5% on
the extended Cohn-Kanade dataset. In [30] a real-time system for human-robot
interaction based on Gabor filter with a set of morphological and convolutional
filters to reduce the noise and the light dependence, and a Dynamic Bayesian
Network classifier is described. The authors achieved average emotion detection
accuracy of about 94% on a dataset developed by the authors themselves.



Natural Social Interactions of Visually Impaired Persons 7

Novel techniques based on Deep Learning The deep neural network (DNN)
is an emerging technology that has recently demonstrated dramatic success in
many applications. These structures need a particular way beyond back propaga-
tion to learn the weights of the connections, called Deep Learning. In [31] a facial
emotion recognizer based on a convolutional neural network with 65 000 neurons
and 5 hidden layers is described. With the extended Cohn-Kanade dataset the
authors obtain an accuracy of 99.2% while with LBP features and SVM classifier
on the same dataset they obtain 93%. The problem of this kind of algorithm is
that the training phase is very computationally intensive, and this is the reason
why they use a CUDA machine for training the network. The usage of the net-
work is instead quite fast. The execution of the algorithm on a currently available
smartphone takes less than 100 ms.

A fully connected Convolutional Neural Network or cascades of more Convo-
lutional Neural Networks gives rise to Deep Convolutional Neural Networks. The
deep CNN has been shown to achieve a strong success for image recognition [32].

4 Context-aware techniques

Social interactions among persons occur, in general, in uncontrolled environ-
ments, which may result in low quality information available for the aid machin-
ery, e.g., unoptimal pose, illumination, and so on [7]. On the other hand, other
kinds of information could be exploited besides image and video acquired by the
device. This supplementary information is often referred to as context.

Contextual information may be roughly classified in two categories: (i) low-
level data which can be acquired by device sensors other than a camera, and
(ii) high-level data which can be acquired by other sources such as Online Social
Networks (OSN). Several studies have been carried out which focus on how to
better solve specific tasks (mainly face recognition) by using contextual informa-
tion. Here we review some recent and significant works and highlight how their
findings can apply in the scenario considered in this paper.

4.1 Low-level contextual data

The vast majority of today smartphones are equipped with sensors which allow
the system to obtain an estimate of its location—i.e., the spatial context: the
estimate can be obtained from GPS, or, indirectly, from other sensor readings
(opportunistic location). Moreover, all devices are able to determine the current
time and hence infer the temporal context. The spatial and temporal contexts
have been widely used to improve the accuracy of person identification systems:
several noteworthy papers that follow this approach are described below.

The authors of [33] show a method for exploiting spatial and temporal con-
text for improving the accuracy of face recognition applied to images captured
by smartphone cameras. They report a remarkable improvement in accuracy
(+40%) when using contextual information. Interestingly, this also includes the
cell ID—a generally unique number used to identify each Base transceiver station
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(BTS), to which the smartphone is connected—which can be used to provide a
raw estimate of the location even when the GPS sensor does not operate.

In [34], a similar method is proposed to perform person identification within
photo collections. The proposed system gathers three types of contextual infor-
mation which the authors call temporal proximity, spatial proximity, and co-
occurrence. Co-occurrence is the information related to the presence of two or
more subjects in the same photo: in the cited work, it is obtained from the Blue-
tooth signal of nearby devices, when available, with respect to the device which
captured the image. The authors conclude that it is possible to improve perfor-
mance by considering contextual information; besides, they find that temporal
proximity is more helpful than spatial proximity and co-occurrence.

A more general framework is proposed in [35], where the availability of lo-
cation and temporal information is incorporated in a system which is experi-
mentally shown to be effective for person identification in photo collections. The
experimental evaluation is carried out using actual GPS readings.

Notwithstanding the cited works seem to suggest that great benefit can be
obtained from low-level contextual data (namely, location and temporal informa-
tion) for real-world person identification, we argue that the actual applicability
of this finding to the scenario considered in this paper deserves further inves-
tigation. Indeed, the works mentioned above focus on the managing of photo
collections, a task that can be performed offline. For instance, consider the case
in which a photo P2 exists in a photo collection in which the persons A and B
can be easily identified with a content-only technique, since image conditions are
optimal (e.g., pose, illumination); if a photo P1 exists which has been acquired
before P2 and P1 and P2 share the context, then the identification of A and B
in P1 could be aided, even in case of nonoptimal image conditions, by using the
context. On the other hand, a system aiming at improving naturalness of social
interactions of a visually impaired person should be able to precisely identify
persons also when the context (in terms of location and time) is “new”, and
hence no previous contextual information can be exploited: e.g., the impaired
user enters a room where some persons have to be identified.

A radically different kind of low-level data which can be used to perform
face recognition is the data coming from 3-D and infrared (IR) sensors. Despite
it is known that this data can positively affect face recognition effectiveness,
we believe that its impact on the scenario considered in this paper is currently
limited, since common devices do not include the related sensors yet. We refer
the reader to [36] for a recent survey on techniques which build also on 3-D and
IR, also known as multimodal face recognition.

Finally, non visual information can be used also in tasks other than person
identification. In [37], a method is presented for real-time, user independent
classification of emotions from webcam quality video and audio. The authors
shows that the classification accuracy can be improved by considering features
derived from audio signal, w.r.t. using only those deriving from video signal.
We think that this finding could be of interest also for the scenario considered
in this paper, despite the fact that visually impaired persons are likely good in
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estimating people emotions from audio. In particular, merging information of
audio and video could be useful in the learning phase, when the emotion of a
“new” subject can be heard by the user who may then make the system associate
the subject’s current appearance with that emotion.

4.2 High-level contextual data

The ever increasing ubiquitousness of network-enabled devices able to capture
images (e.g., smartphones) and the large adoption of OSN web sites as a tool
to store and share those images lead to the existence of large-scale knowledge
bases about people appearance and social connections. This high-level informa-
tion made possible, in the recent past, to reach new milestones of effectiveness
and/or practicality in the task of person identification from images. The im-
provements have been obtained mainly in two ways: (i) by exploiting, in the
learning phase, the big (possibly labeled) data available in OSN without signifi-
cant modifications of existing methods, or (ii) by directly leveraging OSN data
to refine the outcome of an identification method. It is worth to note, though,
that exploiting web-available information for moving the person identification
effectiveness beyond the level that a human would achieve autonomously is per-
ceived as controversial and raises privacy issues. For instance, the authors of [38]
highlight the implications of the convergence of face recognition technology and
increasing online self-disclosure: they perform two experiments to illustrate the
ability to identify strangers online (on a dating site where individuals protect
their identities by using pseudonyms) and offline (in a public space), based on
photos made publicly available on a social network site.

Researchers of Facebook AI Research show in [39] how they obtained a re-
markable improvements in face recognition accuracy on unconstrained environ-
ments. To this end, the authors revisit the alignment and representation steps
of a conventional face recognition pipeline by including a piecewise affine trans-
formation and a deep neural network, which they train on a dataset including
four million facial images.

Many approaches have been proposed for exploiting the social context to
refine the results of face recognition methods. For instance, in [40], social cues
learnt from large collection of annotated photos by means of association rule
mining techniques are used to re-rank face recognition output for the input
photo, which results in improved face identification performance with marginal
computational overhead. The availability in the web of loosely annotated images
of persons can be exploited to build unsupervised face recognition systems. Tools
with this aim, possibly tailored to specific kinds of images or persons, have been
proposed in [41, 42].

Finally, a fully automatic end-to-end system for face augmentation on mobile
devices is proposed in [43]: a smartphone user can point his/her device to a
person and the system identifies the person and overlays, in near real-time, a
box with his/her information. The tracking algorithm runs on the mobile client,
while the recognition runs on a server: people information is obtained offline
from OSNs. The cited paper shows the feasibility of a face recognition system
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which runs on commodity mobile hardware, a proposal which fits the scenario
considered in this paper.

5 Conclusions

We have examined a set of computer vision techniques, revisiting them with the
aim of devising the core of a vision-based system able to assist the blind in his/her
social interactions. We discussed several visual domain adaptation techniques,
which aim at reducing the differences between the training and testing images.
Moreover, the emerging deep neural network architectures for image and facial
expression recognition have been briefly described. Finally, several approaches for
better solving specific tasks using contextual information have been discussed.

Further studies will be devoted to the tools needed to transmit the extracted
information to the user. Tactile sensations or sound could be used for this pur-
pose. Moreover, together with the Users’ Group of our project, we will realize a
set of benchmark sequences to test the various system components. Indeed, even
if many datasets exist for the study of face detection and recognition techniques
(some have been cited above), none of them is suited to our context and goals.
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